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ABSTRACT 

Visual inspection of a metallic surface has taken thriving attention for the metal product quality control. Deep convolution 

neural networks have got impressive recommendation rates recently to effectively inspect defects for metallic products. 

Here, we proposed a deep neural network model to analyze the image data for inspecting metal surface defects and also 

their respective classes. The designed deep neural network was trained on 1800 images of six different kinds of typical 

surface defects of 200 × 200 pixel resolutions. The image datasets were obtained from North Eastern University (NEU) 

surface defect database. And to predict the model performance we had tested 17 images and found 64.7% accuracy. The 

results manifested that the proposed method gives a good outcome though we used small datasets and it can indeed trace 

metal surface defects in realistic situations. 
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1. Introduction 

Quality is an important issue for industrial product and 

it’s very important to look after the machine that 

associated with the production process. So for assuring 

the best quality of product machine should be in right 

kind and also if the product is metallic, it’s also 

important to look after the metallic product. Actually 

metal quality more dependent on its surface first as well 

as its composition and another germane issue. Surface 

defect inspection is now have possessed great impact for 

assuring good quality for metallic product or machine. 

Now visual inspection system has got more attention for 

the measuring accuracy and correctness. Human visual 

inspection defends on the fatigue and stress level 

wherein vision system is fast enough.  

As the technology growing fast the application of 

intelligence system grew more attention in 

manufacturing and quality consideration for a product 

[1, 2]. Visual system and other computer vision 

technology getting more popular for inspection base 

fields such as surface quality and textured surface [3, 

16]. In molecular biology and genetics thousands of 

potential network architectures and parameter 

instantiations, screening object recognition performance 

can be solved now [10]. The Convolutional Neural 

Networks (CNN) Architecture is used now to determine 

the Automatic Localization Casting Defects inspection 

[16]. Image classification has got more attention at 

present and there have more methods that are classified 

the image into their relevant classes.  Olivier Chappelle 

et.al introduced Support Vector Machines for 

Histogram-Based Image Classification [5] and Nearest-

Neighbor Based Image Classification technique is used 

to classify image [4]. Convolution Neural Network 

(CNN) method shows the surprising result for 

classifying images because of short time requirements 

and the redundancy of data for feature learning[9, 6]. 

Backpropagation is used for learning the feature in CNN 

which has done by updating the weights and bias. CNN 

can extract features from the images automatically and 

need fewer connection compared to standard 

feedforward neural networks. K Jarrett and K 

Kavukcuoglu showed a Best Multi-Stage Architecture 

for Object Recognition [7]. High-dimensional images 

are difficult for computation, a hierarchical generative 

model [8] was developed which scales to realistic image 

sizes by convolutional deep belief network.For image 

defect inspection of the metallic surface, we used a 

Convolution neural network (CNN) as it’s needed lesser 

time and computation. 

 

2. CNN defect inspection method 

The detection method consists of two part one is 

training the datasets by mapping with their relevant 

class and another process is testing a new image to find 

the relevant classesshown in the Fig.1. In training 

process images and their respective labels are set 

correctly as the procedure followed in a purely 

supervised learning manner.Then feature extraction 

process needed as CNN is a feature-based learning 

which the process is discussed briefly in 2.1 section. 

After feature extraction, the CNN algorithm finds the 

relationship between the input features and the output 

labels which is discussed in 2.2 section. Gradient 

descent algorithm used for updating weight and bias for 

minimizing the error. The training procedure works in 

an offline manner [12]. In the testing, procedure images 

need preprocessing and feature extraction also need for 
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synchronizing with the classifier model. The classifier 

model predicts the output labels from the learning of 

training procedure. 

 

 
 

Fig.1 Classifier Model 

 

2.1 Feature Extraction 

The training images consider as a pixel value of the 

matrix and a filter is sliding over the matrix. The input 

image patch is convoluted by number of maps with the 

size of and is produced number of outputmaps 

with the size of where and are represent the 

input and output of the layerland is representing the 

output of the last layer L. Thej
th

 feature maps of l
th

 

convolution layer , is calculated by: 

 

 
 

Where  , ,  is the convolution kernel 

corresponding to j
th

 map between l
th

 layer and i
th

 map in 

(l-1)
th

 layer,  is the bias term of the above kernel. And 

the convolution process is indicated by symbol (*) [13, 

14].And then it fed to an activation function which will 

decide which neuron should fire and also decides, given 

the inputs into the node.Here nonlinear activation 

function used as RELU: 

 

 

 

And then Pooling operation is used to reduce the 

number of parameters and amount of computation in the 

network and it also controls the over fittings. Here we 

used mean pooling. Downsampling is performedfor 

pooling layer by mean pooling the (x, y) element output 

of feature map j of layer is expressed as: 

 

 
 

Where 0<x,  and s is expressed as Downsampling 

factor [14]. After pooling, the high-level reasoning in 

the neural network is done via fully connected layers. 

Neurons in a fully connected layer have connections to 

all activations in the previous layer, as seen in regular 

neural networks. Their activations can hence be 

computed with a matrix multiplication followed by a 

bias offset [13]. 

 

2.2 Classifier Model 

Artificial Neural Network (ANN) which is formulated 

as: 

 

 
 

Where  and  are the weight vector and bias term of 

the i
th

 filter of the l
th

layer. ANN is actually liable for 

predicting the output label for input data. Let ok and yk 

denote the output label and expected label for input 

samples individually. The Mean Squared Error (MSE) 

function is usually formulated as: 

 

 
 

The gradient descent method is used to minimize this 

error by updating weight vectors and bias term layer by 

layer. Softmax activation used to find the probability of 

the output of the ANN model which actually used at the 

last layer [13]. Softmax function is usually formulated 

as: 

 

 
 

It gives the probability form 0 to 1 and then from the 

best probability fraction relevant class can be detected 

[15]. 

 

3. Inspection analysis 

3.1 Datasets 
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Datasets had collected from North Eastern University 

(NEU) Surface Defect Database. This database contains 

1800 images of different types of defect of the metal 

surface defects shown in the Fig.2. Each image has 

200x200 pixels and there have six types of defect 

images in this database. Each class has contained 300 

Images and the classes are Scratches, Patches, Rolled, 

Pitted, Cracking and Inclusion. 

 
 

Fig.2 Six types of defect images. 

 

3.2 Model implementation 

To identify defect types of images we used two 

convolutions and pooling operation in our CNN model. 

Kernel striding through the images of 200x200 pixel 

values of the matrix is taken 3x3 and the pooling filter 

has taken 2x2. As our datasets labels contain more than 

two classes we used categorical cross-entropy as loss 

function. All 1800 images of different types defect use 

as training datasets but for validation 180 sample is 

taken by default by the program. 

 

  
(a) (b) 

  
(c) (d) 

 

Fig.3Test Images before implement to the model. 

 

The batch size is chosen 90 and epoch taken 30 as 

having the low number of datasets. And for calculating 

the test image probability we used Softmax function 

which gives 0 to 1 probability. The output probabilities 

then compared to a specific threshold. Seventeen test 

images fed into the classifier model to find the relevant 

classes. And here four of them are shown in the Fig.3. 

Before implementing test images into the classifier 

model a preprocessing method is required where images 

resize to synchronize with the building model. And 

decided the test image as a defect of any types 

belonging or defect less. 

 

3.3 Experimental result 

The classifier model predicts the 17 test images based 

on probability and finds the relevant classes. Four of 

them shown in the Fig.4 along with the probability. 

Model classification accuracy for 17 images is 64.7% 

which is calculated from the confusion matrix. 

 

  
(a) (b) 

  

(c) (d) 

 

Fig.4Test Images after implement to the model. 

 

In the Confusion matrix for 17 images 11are found as 

TP (True Positive), 2 as TN (True Negative), 4 as FP 

(False Positive), and 1 as FN (False Negative). And the 

accuracy calculated by (TP+FN)/ (TP+TN+FP+FN) this 

equation. 

 

3. Conclusion 

In this work, we proposed a CNN architecture with two 

convolution layer for detecting the surface defect. We 

used categorical cross-entropy as loss function as our 

model output labels are six types. The result of the 

inspection is better that the proposed model expected. 

The model shows 64.7% accuracy which is best in sense 
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of such small training datasets. The model evaluation 

will be more reliable if the model can be fed 

approximate 10,000 training datasets. In the future, the 

model will compare with other image classifier models 

like Nearest-Neighbor Based Image Classification 

technique or any other technique. 

 

REFERENCES 

[1] Tao F, Cheng Y, Da Xu L, Zhang L, Li BH Cciot-

cmfg:cloud computing and internet of things based 

cloud manufacturingservice system,IEEE Trans 

IndInf 10(2):1435–1442 (2014). 

[2] Tao F, Zuo Y, Da Xu L, Zhang L Iot-based 

intelligentperception and access of manufacturing 

resource toward cloudmanufacturing,IEEE 

TransIndInf 10(2):1547–1557 (2014). 

[3] Zhao YJ, Yan YH, Song KC, Vision-based 

automatic detection of steel surface defects in the 

cold rolling process: consideringthe influence of 

industrial liquids and surface textures,Int J 

AdvManufTechnol 90(5-8):1665–1678 (2017). 

[4] Olivier Chapelle, Patrick Haffner, and Vladimir N. 

Vapnik,In Defense of Nearest-Neighbor Based 

Image Classification. IEEE, Anchorage, AK, USA 

DOI: 10.1109/CVPR.2008.4587598 (2008). 

[5] Olivier Chapelle, Patrick Haffner, and Vladimir N. 

Vapnik,Support Vector Machines forHistogram-

Based Image Classification,IEEE Computational 

Intelligence Society 

DOI: 10.1109/72.788646(1999). 

[6] Y. LeCun, F.J. Huang, and L. Bottou, Learning 

methods for generic object recognition with 

invariance topose and lighting. In Computer 

Vision and Pattern Recognition, 2004, CVPR 

2004. Proceedings of the2004 IEEE Computer 

Society Conference on, volume 2, pages II–97. 

IEEE, (2004). 

[7] K. Jarrett, K. Kavukcuoglu, M. A. Ranzato, and Y. 

LeCun, What is the best multi-stage architecture 

forobject recognition? In International Conference 

on Computer Vision, pages 2146 2153. IEEE, 

2009.( ImageNet Classification with Deep 

ConvolutionalNeural Networks) Krizhevsky, 

Convolutional deep belief networks on cifar-10. 

Unpublished manuscript, (2010). 

[8] H. Lee, R. Grosse, R. Ranganath, and A.Y. Ng, 

Convolutional deep belief networks for scalable 

unsupervised learning of hierarchical 

representations,In Proceedings of the 26
th

 Annual 

International Conferenceon Machine Learning, 

pages 609–616. ACM, (2009). 

[9] Y. Le Cun, B. Boser, J.S. Denker, D. Henderson, 

R.E. Howard, W. Hubbard, L.D. Jackel, et al, 

Handwritten digit recognition with a back-

propagation network,In Advances in neural 

information processingsystems, (1990). 

[10] N. Pinto, D. Doukhan, J.J. DiCarlo, and D.D. Cox. 

A high-throughput screening approach to 

discoveringgood forms of biologically inspired 

visual representation. PLoS computational 

biology, 5(11):e1000579, (2009). 

[11] S.C. Turaga, J.F. Murray, V. Jain, F. Roth, M. 

Helmstaedter, K. Briggman, W. Denk, and H.S. 

Seung, Convolutional networks can learn to 

generate affinity graphs for image segmentation, 

Neural Computation,22(2):511–538, 2010 (2010). 

[12] D. Weimera, H. Thamera, B. Scholz-

Reiterb,Learning defect classifiers for textured 

surfaces using neural networks and statistical 

feature representations,Intelligent Production 

Systems (BIBA), University of Bremen, 

Hochschulring 20, 28359 Bremen, 

GermanyUniversity of Bremen, Bibliotheksstraße 

1, 28359 Bremen, Germany 1-s2.0-

S2212827113002667-main_2 (2013). 

[13] DongmeiHana ,QigangLiu ,WeiguoFan , A New 

Image ClassificationMethod Using CNN transfer 

learning and Web Data Augmentation, Expert 

Systems With Application ,doi: 

10.1016/j.eswa.2017.11.028 (2017). 

[14] PushparajaMurugan, Implementation of Deep 

ConvolutionalNeural Network in Multi-class 

CategoricalImage Classification. School of 

Mechanical and Aerospace Engineering, 

Nanyang Technological University, Singapore 

639815 (2018). 

[15] D. Weimera, H. Thamera, B. Scholz-Reiterb, 

Learning defect classifiers for textured surfaces 

using neuralnetworks and statistical feature 

representations,Forty Sixth CIRP Conference on 

Manufacturing Systems 1-s2.0 

S2212827113002667-main  (2013). 

[16] Max Ferguson, RonayAk, Yung-Tsun Tina Lee, 

Kincho H. Law,  Automatic Localization of 

Casting Defects with Convolutional Neural 

Networks,IEEE International Conference on Big 

Data (Big 

Data)DOI: 10.1109/BigData.2017.8258115 

(2017). 

[17] Tian Wang,Yang Chen, MeinaQiao, 

HichemSnoussi, A fast and robust convolutional 

neural network-based defectdetection model in 

product quality control,Int J 

AdvManufTechnolDOI 10.1007/s00170-017-0882-

0 (2017). 

 

 

 

 

 

 

 

https://doi.org/10.1109/CVPR.2008.4587598
http://ieee-cis.org/
http://ieee-cis.org/
https://doi.org/10.1109/72.788646
https://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=8241556
https://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=8241556
https://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=8241556
https://doi.org/10.1109/BigData.2017.8258115

